
LA-UR-21-29216
Approved for public release; distribution is unlimited.

Title: Using femtosecond pump-probe spectroscopy to shed new light on complex
materials

Author(s): Prasankumar, Rohit Prativadi

Intended for: Lecture for UNM graduate class

Issued: 2021-09-20



Disclaimer:
Los Alamos National Laboratory, an affirmative action/equal opportunity employer, is operated by Triad National Security, LLC for the National
Nuclear Security Administration of U.S. Department of Energy under contract 89233218CNA000001.  By approving this article, the publisher
recognizes that the U.S. Government retains nonexclusive, royalty-free license to publish or reproduce the published form of this contribution,
or to allow others to do so, for U.S. Government purposes.  Los Alamos National Laboratory requests that the publisher identify this article as
work performed under the auspices of the U.S. Department of Energy.  Los Alamos National Laboratory strongly supports academic freedom
and a researcher's right to publish; as an institution, however, the Laboratory does not endorse the viewpoint of a publication or guarantee its
technical correctness.



Using Femtosecond Pump-Probe 
Spectroscopy to Shed New Light 

on Complex Materials
Rohit Prasankumar

Center for Integrated Nanotechnologies, Los Alamos National 
Laboratory
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Geological timescales

• We know a lot about events that have occurred during the earth’s 
history, on timescales of millions of years

– Five major extinctions ranging from ~450 to 65 million years ago
• We are much less familiar with events that occur on “ultra”-short 

timescales of less than a billionth of a second



What kind of phenomena occur at ultrashort 
timescales?



A femtosecond (10-15 s) is very short
Ultrafast pulse duration: 10 fs

In 10 femtoseconds:

A passenger jet travels 2% of the width 
of one hydrogen atom.

The whole Earth receives 1.2 kJ (0.3 Cal) 
of energy from the sun. <

Interest on the U.S. national debt increases the 
total by $0.00000000013.



Getting a better feel for ultrashort 
timescales

71 picoseconds 1 second

183 femtoseconds 1 second

7.6 femtoseconds 1 second

1 year 14 billion years

1 day 14 billion years

1 hour 14 billion years

1 femtosecond=10-15 seconds1 picosecond=10-12 seconds

Unlike in geology, we can actually do experiments at ultrashort timescales, so 
we should be able to understand the “ultrafast” world much better! 



How can we measure phenomena occurring 
on an ultrafast time scale?

Conventionally, one would use a 
fast oscilloscope to do this…
but what can you do if even the 
fastest oscilloscope is too slow?

Ultrafast optical spectroscopy is 
the only technique capable of 
measuring processes at the 
fundamental time scales of 
electron, lattice and nuclear 

motion



Time domain measurements: an analogy
Imagine you want to make a movie of an extremely fast car as it drives past 
you...

Problem: What if the car passes by so quickly that your camera can 
only capture one frame before the car is gone?

Solution: Take a picture of the car at a slightly different position 
on each lap (assuming it follows the same path each lap)... 
Then combine all the photos into a movie.



Freezing motion with ultrashort light pulses

Au

Si

R. Prasankumar, TEDxLANL (2015)



Why do we need to understand ultrafast 
phenomena?

• Fundamental scientific interest:
– How fast are different excitations created and destroyed in complex systems?
– Can we track various processes through which excitations lose energy as they 

return to equilibrium in both space and time?
– How do different subsystems (electrons, lattice, spins) interact and exchange 

energy on ultrashort timescales?
– Can we extract intrinsic material properties from these measurements?

• Application relevance:
– Energy-related applications:

• Charge separation in solar cells
• Optimizing solid-state lighting devices (e.g., LEDs)
• Coupled heat and electrical transport in thermoelectrics

– Ultimate speed limitations of hard drives, semiconductor lasers, switches, etc.
– Using ultrashort laser pulses to control complex phenomena

• Photoinduced phase transitions
• Coupling between different order parametersHow do we generate and use femtosecond optical pulses for studying 

ultrafast phenomena? 



Outline
We use femtosecond pump-probe spectroscopy to study 
complex materials, revealing new information about their 

properties that can impact future applications

• Background on ultrashort pulse generation and pump-probe spectroscopy

• Examples of carrier relaxation in semiconductor nanostructures:
– Ultrafast carrier relaxation across multiple spatial dimensions in a 

semiconductor quantum dots-in-a-well (DWELL) heterostructure
• Can we track carrier relaxation from 3D to 2D to 0D in a novel heterostructure?

– Time-resolved carrier dynamics in ensemble and individual quasi-1D 
semiconductor nanowires

• What pathways do photoexcited carriers take as they lose energy in a quasi-1D 
system?

• Going beyond simple semiconductors: using ultrashort light pulses to 
probe and even control more complex materials



Ultrashort pulse basics

• Typical ultrashort pulse has a 
sech2 or Gaussian intensity 
profile:

where τ is the pulsewidth.

• The temporal profile of the pulse 
is related to its spectral shape 
through Fourier transforms

• Both the temporal and spectral 
shape of the pulse can be 
measured experimentally
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Ultrashort pulse generation

• How is an ultrashort pulse generated?
– Need a mechanism that favors pulsing over continuous wave 

(cw) operation in a laser cavity
– Need to minimize dispersion (variation of the index of 

refraction with frequency) to prevent pulse from spreading 
out in time

• Passive mode-locking
– “Mode-locking”-frequency domain term
– Uses an intensity dependent loss or gain in the laser cavity 

to favor pulsed operation
– Prisms or other dispersive elements are introduced into the 

cavity to shape the pulse-”soliton-like” pulse shaping



Ultrafast laser design

• Ti:Al2O3 is the most common material for ultrafast lasers
– 800 nm wavelength (1.55 eV energy)
– Easily pumped with an argon or solid-state laser
– Stable, broad bandwidth solid-state source of short pulses

• Standard four mirror cavity design
• Prisms used for dispersion compensation

CR
Pump laser 

P1M1 M2

OC

PR1

PR2

HR



Femtosecond pump-probe 
spectroscopy

A pump pulse changes the material, and the probe pulse 
monitors these ultrafast changes. 

Pump-probe
delay, τ

R. P. Prasankumar and A. J. Taylor (eds.), Optical Techniques for Solid-State 
Materials Characterization (CRC Press, 2011)



Basic degenerate pump-probe setup

• Pulses from the femtosecond laser are split by a beam splitter (BS) 
into pump (>90% of power) and probe (<10% of power) pulses

– “Degenerate” experiment where pump and probe have the same wavelengths

• Movement of delay stage adjusts timing between pump and probe
• Parabolic mirror or lens focuses beams onto sample

– Pump spot size larger than probe spot size
– Probe intensity is measured at detector

BS

Variable delay

Sample

Probe

Pump

Half-wave plate

Chopper

Ultrafast 
laser

Parabolic 
mirror

Lock-in 
amplifier

ComputerPolarizer

Detector

Lens



Broadband femtosecond time-resolved 
spectroscopy system

• Amplified Ti:Al2O3 laser system
– 100 kHz repetition rate, 50 fs pulse duration, 10 µJ pulse energy at 800 nm

• Independently tunable pump and probe wavelengths from 400 nm-3.3 µm

• Flexible setup capable of studying dynamics in almost any physical, 
chemical, or biological system

R. P. Prasankumar, P. C. Upadhya and A. J. Taylor, Physica Status Solidi(b) (2009)



Generating other frequencies with nonlinear optics

ω1

ω2

ω3

Nonlinear medium

ω3=ω1-ω2
ω3=ω1+ω2

Ti:Al2O3 (Ti:sapphire) 
lasers/amplifiers can generate 
intense, ultrashort pulses with 
durations down to 4.5 fs, with 
wavelengths from 700-1000 nm.

With nonlinear optics nearly 
any other frequency can be 
generated. 

P 𝑡 = ε! χ " 𝐸 𝑡 + χ # 𝐸# 𝑡 + χ $ 𝐸$ 𝑡 + ⋯

Femtosecond Ti:Sapphire laser



Y.-M. Sheu et al, 
Nature Comm.

(2014)

F. Mahmood et al., Nature Physics (2016)

D. Fausti et al, 
Science
(2011)

More sophisticated ultrafast optical 
techniques

Time-resolved second harmonic generation 
(TR-SHG)

Time-resolved terahertz (THz) spectroscopy

Time-and-angle-resolved photoemission 
(TR-ARPES)

62

PHOTON-ELECTRON HYBRID STATES

Modern technology relies on devices that are built from materials with distinct properties. Depending on the application, we 
use conductors, insulators, and transparent or opaque materials to get a particular job done. Traditionally, when building a 
new device, we are limited to using existing materials with their intrinsic properties. 

Coherent coupling of light with materials can fundamentally change this paradigm. The idea is to use light to modify the 
properties of an existing material and engineer a novel state with desired properties. In conventional materials, the charac-
ter of the electronic states, i.e., how the energy of electrons changes with respect to their momentum and whether there are 
empty states immediately accessible above the !lled states, determines the properties of the material, like its response to 
being heated, or whether it is opaque and shiny or transparent. To change these properties, one usually needs to change the 
chemical composition of the material, which is impractical and cannot be done in real time. 

It has recently been shown that the interaction of photons with electrons can create new photon-electron hybrid states in 
solids [200, 201]. This !gure shows a measurement of the energy-momentum relationship of electrons as a function of time 
during excitation by a femtosecond laser pulse. At the peak of the laser pulse, new hybrid photon-electron states are formed 
as replicas of the original states. That these new hybrid states behave in exactly the same way as the conventional electronic 
states opens up an exciting path to temporarily alter the properties of a quantum material by changing the light it interacts 
with rather than the material itself. 

Photon-electron hybrid states offer exciting possibilities for new technologies. For example, conventional materials just dis-
play their equilibrium phases, which are found at the minimum of their energy landscape. Frequently, there are other phases 
that exist in the phase diagram that are not stable, so they are never observed in nature. With the coherent coupling of light 
with materials, it may be possible to access unstable phases yielding many different quantum phases for a given mate-
rial. By tuning the properties of the incident light (such as its intensity, color,or polarization), one can change the resultant 
material properties, i.e., from metallic to insulating. Light excitation can quickly be switched on-or-off and can be spatially 
patterned, opening up multiple new ways of designing and creating new devices. 
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thermally populated, and no spontaneous fluctu-
ation could drive a process on time scales shorter
than 10 ps.

This short time scale supports a picture in
which information about the superconducting
state is already present in the system before ex-
citation. Indeed, if the planes were simply an-
ticorrelated at equilibrium, recoupling could occur
on a time scale needed to change the interplane
order parameter phase difference, reestablishing
the Josephson effect. This time scale may be very
fast, commensurate with the Josephson plasmon
period TJPR ~ 600 fs.

The temperature at which photoinduced su-
perconductivity disappears is near 10 to 20 K,
significantly below Tc = 35 K in LSCO0.16 and
similar to the Berezinskii-Kosterlitz-Thouless
temperature (TBKT = 16 K) found from transport
measurements in other striped compounds (3).
One can speculate that the disappearance of 2D
fluctuations for T < TBKT may be a necessary
condition for photoinduced recoupling.

At the earliest time scales, a key question re-
lates to the fate of stripe order once the Josephson
coupling has been established. Time-resolvedmea-
surements of the stripe order, possible by extending

soft x-ray scattering techniques (35) to the time
domain, could clarify whether superconductivity
emerges only in response to stripe melting, or, in
contrast, the two can coexist.

Our measurements have not probed the
dynamics beyond 100-ps time delays, although
no relaxation was found on that time scale. We
can thus deduce that the transient superconduct-
ing phase does not relax back for many nano-
seconds, possibly more. The long lifetime can be
understood by noting that once the 3D super-
conducting state is formed, the new broken sym-
metry leads to rigidity and to the formation of a
kinetic barrier, which stabilizes the superconduct-
ing state.

The present paper has demonstrated that
light can be used to affect phase competition
in the underdoped cuprates, allowing for the
emergence of a transient superconducting state
at temperatures where the striped phase is the
true ground state of the system. Similar photo-
stimulation could be used to explore a broader
region of the underdoped phase diagram, espe-
cially at doping levels and temperatures for which
the electronic structure is already gapped (36)
and signatures of quantum coherence are already

present, but 3D superconductivity is not estab-
lished (37).
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Fig. 4. (A) Time- and frequency-dependent imaginary conductivity s2(w,t) of LESCO1/8 at 10 K
after excitation with IR pulses at 16 mm wavelength. The appearance of a 1/w dispersion dem-
onstrates that the system becomes superconducting on the shortest time scales accessible here. (B)
Time-dependent plot of the normalized function ws2(w − >0,t), proportional to the condensate
density. (C) Transient measurement of the imaginary conductivity s2(w,5 ps), demonstrating that
for the fluence used here (<1 mJ/cm2), photoinduced superconductivity can only be induced for
base temperatures Tb < 20 K. (D) Photosusceptibility, defined as the inverse of the saturation
fluence plotted as a function of wavelength (red dots) compared to the reflectivity (black dots) of
LESCO1/8 measured in the ab plane. By means of a Drude-Lorentz fitting, the partial extinction
coefficient for the aphonon is extracted (dashed curve) and compared to the photosusceptibility.

www.sciencemag.org SCIENCE VOL 331 14 JANUARY 2011 191
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Time-resolved X-ray diffraction
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Figure 1. Color online. (a) Phonon dispersion relation in bis-
muth along the q = ( 1

3
ξ ξ ξ) direction, illustrating a decay

channel of an A1g phonon into a pair of LA phonons at q and
−q. (b) experimental signature of decay of the A1g phonon in
bismuth by the channel shown in (a). The lower (blue) curve
shows the relative intensity change of the (2 3 2) Bragg peak,
which is proportional to the A1g mode amplitude. The up-
per (orange) curve shows the relative intenisty change of the
diffuse scattering ∆I/I in a region near q = (0.1 0.3 0.3) in
the (0 1 1) zone (multiplied by 10). The black lines are simu-
lations. The dashed line indicates a π/2 phase shift between
the A1g mode and the target mode.

modulates the frequency of the other phonons, driving
squeezing oscillations in their mean square displacements
[15, 20]

∆
〈

u2
q(t)

〉

=
∓kTgqA

ωq

√

(γ′)2 + (2ωq − Ω)2

[

e−γ0t/2 sin(Ωt+ δ′)

− e−γqt sin(2ωqt+ δ′)
]

,

(2)

where A and γ0 are the amplitude and (energy) damp-
ing rate of the coherently excited driving mode at fre-
quency Ω ωq and γq are the frequency and damping
rate of the target mode at q. γ′ = γq − γ0/2 and
δ′ = tan−1[(2ωq − Ω)/(γq − γ0/2)]. The negative (pos-
itive) sign corresponds to γ′ > 0 (γ′ < 0), and the “∆”
means that we have subtracted off the thermal equilib-
rium value before excitation. Note the squeezing is most
effective when the parametric resonance condition is met,
i.e. Ω = 2ωq. More generally, non-degenerate coupling
to different branches (i and j) is also possible. In this

case the parametric resonance condition is Ω = ωqi±ωqj.
In Eq. 2, we have taken the target mode occupation to
be classical, which is appropriate for bismuth at room
temperature.

The experiment was carried out using the XPP instru-
ment at the LCLS x-ray FEL with a photon energy of 9.5
keV selected using a diamond double-crystal monochrom-
eter [21]. The sample was rotated such that the x rays
propagated at a 71 deg. angle with respect to (21̄1̄) (bi-
nary axis). 800 nm, ∼ 45 fs pump pulses were focused
onto a 50 nm thick (111) epitaxial Bi film on BaF2 at a
1.8 degree angle of incidence with respect to the surface
with an incident fluence of 2.5 mJ/cm2. The x-ray pulses
were less than 50 fs in duration and contained ∼ 109 pho-
tons per shot at a repetition rate of 120 Hz. The x rays
were incident on the sample at an angle of 0.5 degrees
relative to the surface so that their penetration depth
matched the thickness of the Bi film. The delay between
the optical and x-ray pulses was controlled using a fast-
scan delay stage, and the fine timing was measured on
a single-shot basis using the XPP timing tool [21]. The
overall time resolution of the instrument is better than
100 fs, allowing observation of oscillations in the x-ray
intensity to ∼5 THz, more than sufficient to measure the
coherent A1g mode at 2.85 THz. A polycrystalline LaB6

sample was used for calibration of the pixel array detec-
tor (CSPAD [22]) position used to simultaneously collect
scattered x rays over a wide range of momentum transfer,
Q.

A major result of our study is shown in Fig. 1.
Fig. 1(a) shows the calculated phonon dispersion of
bismuth along the q = (ξ/3 ξ ξ) direction. In Fig. 1(b)
the blue curve shows the relative intensity change ∆I/I
near the (2 3 2) Bragg peak, which oscillates in time with
the coherent A1g mode displacement. The intensity os-
cillation near the Bragg peak is fit to a decaying cosine
function, which is used to extract the oscillation ampli-
tude of the A1g mode from the structure factor. The
upper plot (orange curve) represents the relative inten-
sity change (multiplied by 10) around q = (0.1 0.3 0.3)
reciprocal lattice units (r.l.u.), where the (highest) acous-
tic phonon frequency ωq is close to half of ΩA1g. The
intensity oscillations in this region are attributed to res-
onantly squeezed phonons with predominantly LA char-
acter driven by anharmonic coupling with the A1g mode.
The black curves show simulation results for the diffuse
scattering in a region around Q = (0.1 1.3 1.3) r.l.u., de-
rived from Eq. (2), which also includes a slow increase of
the diffuse scattering to account for the slow heating of
the lattice, and a fit to the Bragg peak time dependence
due to modulation of the A1g mode displacement. From
the A1g mode oscillation, we extract a softened frequency
of 2.82 THz, and an amplitude of A = 9.74 × 10−4 (in
units of the c-axis of bismuth), or 1.15 pm, and a de-
cay rate of γ0 = 0.82 ps−1. The extracted amplitude
is in good agreement with previous measurements with

S. W. Teitelbaum et al., arXiv (2017)

These techniques all provide a greater degree of selectivity and 
specificity, enabling us to directly probe material properties



Using ultrashort pulses to study 
conventional materials

Conventional solids, such 
as semiconductors, 

metals, and insulators, 
have found a wide range 
of applications in modern 

technology



Ultrafast dynamics in metals

Te = Tl
Te > Tl
Te Tl

Te = Tl
R. P. Prasankumar and A. J. Taylor (eds.), Optical Techniques for Solid-State 

Materials Characterization (CRC Press, 2011)



Ultrafast dynamics in metal nanoparticles
• (a) Au, (b) Au/Ni, and Au/Pt (not 

shown) nanoparticles were fabricated 
by our collaborators at New Mexico 
Tech

• Femtosecond pump-probe 
measurements demonstrated that 
carrier relaxation is longer in Au 
nanoparticles and faster in Pt and Ni 
coated nanoparticles

– Occurs because photoexcited 
electrons relax quickly via 
interactions with phonons

– Electron-phonon coupling is much 
stronger in Pt and Ni than Au

• Applications in photocatalysis
– These nanoparticles are used to 

enhance chemical reactions, and the 
efficiency is influenced by carrier 
relaxation dynamics

S. Sim et al, Nanoscale 12, 10284 (2020)
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Outline
We use femtosecond pump-probe spectroscopy to study 
complex materials, revealing new information about their 

properties that can impact future applications

• Background on ultrashort pulse generation and pump-probe spectroscopy

• Examples:
– Ultrafast carrier relaxation across multiple spatial dimensions in a 

semiconductor quantum dots-in-a-well (DWELL) heterostructure
• Can we track carrier relaxation from 3D to 2D to 0D in a novel heterostructure?

– Time-resolved carrier dynamics in ensemble and individual semiconductor 
nanowires

• What pathways do photoexcited carriers take as they lose energy in a quasi-1D 
system?

• Going beyond simple semiconductors: using ultrashort light pulses to 
probe and even control more complex materials



HRTEM Image of a Single InAs QD
Advantages of DWELL
• Superior control of wavelength
• Better optical quality of QDs
• Reduction in dark current

•InAs Quantum Dots are placed in an 
InGaAs Quantum Well

Quantum dots in-a-well (DWELL) structures

InAs QD

InGaAs
QW

S. Krishna, Journal of Physics D (Applied 
Physics) (2005)



Optical processes in quantum dots

e1

h1

continuum statesbulk

quantum dot

T. S. Sosnowski et al, Phys. Rev. B (1998)



DWELL structure and energy levels 

• Intensity-dependent photoluminescence (PL) measurements at 77 K and 295 K enable us to 
extract the DWELL energy level structure

S. Raghavan et al, Appl. Phys. Lett. (2002); R. P. Prasankumar et al, Optics Express (2008)



Low temperature, low density DWELL 
differential transmission spectrum

800 nm (1.55 eV) pump creates carriers in bulk layers at T=30 K
– Pump fluence ~2.8 µJ/cm2 excites ~4 electron-hole pairs (ehp)/dot

“Camel back” shaped differential transmission spectrum (DTS) with peaks near 
QW n=1 state and n=1 QD state, long-lived relaxation at QD n=2 state

DT signal is proportional to number of electrons and holes in energy levels

QW n=1 QD n=2 n=1

R. P. Prasankumar et al, Optics Express 16, 1165 (2008)



Time-resolved low temperature dynamics

Rise times (2-4 ps) are comparable across the 
measured wavelength range

– Rapid carrier capture into QWs
– Auger-type electron-electron, electron-hole scattering 

fills QD states

Dynamics at long times
– QD n=1 relaxation due to e-h recombination
– State filling causes long-lived DT signal at QD n=2 level
– Long-lived signal at QW state may be due to e-h

scattering
R. P. Prasankumar et al, Optics Express 16, 1165 (2008)



Density-dependent differential transmission 
spectra

• Examine density dependence of DWELL carrier dynamics at T=30 K

• Negative DT signals observed at long wavelengths (l>1200 nm) and from 
1021-1074 nm

– Typically attributed to Coulomb interactions between photoexcited carriers*

V. I. Klimov, J. Phys. Chem. B (2000)



Interaction-induced ground state shift

• Long wavelength DT 
signal remains negative 
at long times and with 
increasing carrier density

• Dynamics match that of 
QD ground state at all 
measured carrier 
densities

• This signal is due to a 
Coulomb interaction-
induced red shift of the 
QD ground state

– Simple model supports this

1250 nm

1135 nm vs. 1250 nm

R. P. Prasankumar et al, Appl. Phys. Lett. 96, 031110 (2010)



Carrier dynamics at QD excited state

• Relaxation at QD excited state has three components:
– Sub-ps negative signal due to Coulomb interaction-induced shifts of the QD n=2 state
– Long-lived positive signal due to QD n=2 state filling
– Additional induced absorption signal that substantially increases with carrier density

• QDs are filled at 6 ehp/dot, implying that this anomalous induced absorption 
signal is linked to the QW population

R. P. Prasankumar et al, Appl. Phys. Lett. 96, 031110 (2010)



Dynamic light-matter coupling at QD 
excited state

• Induced absorption signal and QW n=1 state signal are nearly identical, strongly 
suggesting that density-dependent induced absorption at QD n=2 state is linked to 
the QW population

• Possible mechanisms include:
– Carrier-induced shifts of QW band edge
– QD level shifts induced by 2D carrier density
– Excitation-induced dephasing

• This phenomenon is unique to the DWELL system and was not previously 
observed in QDs

R. P. Prasankumar et al, Appl. Phys. Lett. 96, 031110 (2010)

Our studies demonstrate that ultrafast pump-probe can resolve carrier 
relaxation from 3D to 2D to 0D in semiconductor nanostructures



Outline
We use femtosecond pump-probe spectroscopy to study 
complex materials, revealing new information about their 

properties that can impact future applications

• Background on ultrashort pulse generation and pump-probe spectroscopy

• Examples:
– Ultrafast carrier relaxation across multiple spatial dimensions in a 

semiconductor quantum dots-in-a-well (DWELL) heterostructure
• Can we track carrier relaxation from 3D to 2D to 0D in a novel heterostructure?

– Time-resolved carrier dynamics in ensemble and individual 
semiconductor nanowires

• What pathways do photoexcited carriers take as they lose energy in a quasi-
1D system?

• Going beyond simple semiconductors: using ultrashort light pulses to 
probe and even control more complex materials



Carrier diffusion in one dimension



Reduced dimensionality and high surface/bulk ratio can lead to enhanced 
and/or novel properties

Interfacing with Cells Transistors

Photovoltaics

LEDs and microcavity lasers
P. Yang et al., Nano Lett. (2010)

SnO2
nanoribbon

W. Lu and C. M. Lieber, J. Phys. D (2006)

J. Wallentin et al., Science (2013)

D. Saxena et al., Nat. Phot. (2013)

• Nanoscale light sources
• Higher efficiency due to lack of defects

• Improved performance
• Small size

• NW arrays used for light trapping
• Up to 13.8% efficiency for InP-based 

NW array solar cells

• Control signal propagation 
and communication

Semiconductor nanowires

shoulder appearing at 830 nm, which is amplified because of optical
feedback in the nanowire cavity. At a pump fluence of !96 mJ cm22

per pulse, the peak at 830 nm increases sharply in intensity and
narrows, which is clear evidence of lasing. The right inset in
Fig. 2b shows the nanowire peak emission intensity as a function
of excitation (light input–light output, or ‘L–L curve’) and the
FWHM of the nanowire emission. At the lasing threshold of
!96 mJ cm22 per pulse, we observe a clear knee behaviour in the
L–L curve and a sudden reduction in FWHM. Beyond threshold,
the lasing peak intensity increases linearly with excitation, as
shown by the fit to the experimental data. The FWHM of the
lasing peak at a pump fluence of 120 mJ cm22 per pulse is 0.8 nm.
Figure 2c,d presents optical images of the nanowire, just below
and above threshold, respectively. The image below threshold
shows uniform emission along the nanowire and strong emission
from one end of the nanowire. The brighter end is the Au-free
facet, which has lower reflectivity for the nanowire guided modes
and therefore relatively larger optical losses. Above threshold,

clear interference fringes emerge from the nanowire emission due
to the nanowire end facets behaving as localized scattering centres
for coherent radiation amplified in the nanowire cavity26. The inter-
ference pattern produced from the nanowire laser is similar to the
simulated interference pattern generated by two coherent dipole
emitters separated by the nanowire cavity length (L ! 6 mm), as
shown in Fig. 2e.

More significantly, the lasing behaviour of the nanowire is sus-
tained even at room temperature. Figure 3a shows the nanowire
emission spectra and the top inset shows the normalized spectral
map of the nanowire emission at different pump fluence, with
onset of lasing at !207 mJ cm22 per pulse. All the nanowire lasers
characterized have similar thresholds (see Supplementary Section
III.a.iii). We can clearly see spectral broadening and blueshift with
increasing pump excitation below threshold, and spectral narrowing
above threshold. The lasing peak intensity increases linearly with
excitation above threshold, while the spontaneous emission is
clamped (Supplementary Fig. 11). The threshold pump fluence
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Figure 2 | Low-temperature lasing characteristics. a, Schematic of the nanowire laser lying on a SiO2 substrate. A 522 nm pulsed laser source (green arrow)
pumps the entire nanowire, and the nanowire emits in the near-infrared. b, Nanowire emission spectra with increasing pump fluence around threshold and
the normalized spectral map (left inset), showing broadening of the spectra before threshold (77–96 mJ cm22 per pulse), emergence of an amplified cavity
mode (81–96 mJ cm22 per pulse), and sudden narrowing of emission at threshold (!96 mJ cm22 per pulse). Right inset: threshold knee behaviour in the
nanowire emission as a function of pump fluence and the FWHM of the nanowire emission peak. The sudden reduction in FWHM at threshold and the
linear increase in laser output power above threshold (red line) are clearly evident. The FWHM of the lasing peak is 0.8 nm. c,d, Optical images (with pump
laser filtered out) showing emission from the nanowire below threshold (c) and above threshold (d). Uniform emission along the nanowire is observed below
threshold, and a distinct interference pattern is observed above threshold. e, Simulated emission intensity pattern produced by two coherent dipole emitters
placed 6 mm apart (approximate length of the laser cavity). The observed interference pattern from the lasing nanowire in d is similar to the simulated
interference pattern.
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(1000 W/m2) illumination, measured in ambient
air at the Fraunhofer ISE CalLab reference setup,
our best cell (from sample A) shows a conversion
efficiency h = 13.8% and a photocurrent density
Jsc = 24.6 mA/cm2. Because our calculation of
Jsc accounts for the full (unmetalized) cell area
rather than the NW surface coverage only, it can
be compared with that of the best reported pla-
nar InP cell [Jsc = 29.5 mA/cm2 (15, 16)] and the
theoretical limit of 34.5 mA/cm2 [assuming that
each incident photon with energy above the InP
band gap generates one electron-hole pair (19)].
Thus, our cell reaches 83% of the best reported
planar Jsc despite covering only 12% of the sur-
face area. Our axially defined NW solar cell out-
performs similar cells based on core-shell NWs

with a surface coverage of 27% (9), as well as sev-
eral other next-generationPVarchitectures (Table 1).

Our results demonstrate that ray optics is not
appropriate for describing the interaction of light
with these subwavelength structures, because the
maximum Jsc in the ray optics picture, 4.2 mA/cm2

(12% of the theoretical limit, 34.5 mA/cm2), is
almost six times lower than the Jsc of our best
cell. Alternatively, a hypothetical calculation on
the single-NW level, using theNWcross-sectional
area, would give a physically impossible efficien-
cy above 100%. Thus, light that would travel be-
tween the NWs in a ray optics description was
absorbed efficiently in the experimental cell.

To more accurately study the absorption of
light in the NW solar cell, we used full 3D electro-

magnetic optical modeling (figs. S1 to S3) (20).
The validity of our approach is confirmed by com-
paring the calculated absorptance spectrum of
the NWs in the record cell and its measured ex-
ternal quantum efficiency (EQE) (Fig. 2A). The
values and general trends of these two spectra
agree well, although the calculated absorptance
is greater than the measured EQE throughout the
spectrum. This discrepancy can be attributed to
the absorption modeling not taking into account
any carrier losses. We also show the measured
EQE of a 130-nm-diameter NW solar cell (sample
D) (blue solid line in Fig. 2A) and note that the
EQE increases slowly above the band gap energy
(925 nm in wavelength). The relatively weak cou-
pling leads toweak absorption of long-wavelength
photons into these small-diameter NWs (21).

We identified two key design parameters that
influence the performance of our solar cells: the
NW diameter and the length of the top n-segment.
We show (Fig. 2B) the calculated absorption ver-
sus NW diameter assuming a constant NW length
(1.4 mm) and array pitch (470 nm). The absorption
increases with increasing diameter until it saturates
around 180 nm, in line with previous modeling
of unprocessed NW arrays (10). Experimental-
ly we also saw improvement in the measured
average Jsc from 14.0 mA/cm2 (sample D) to
17.4 mA/cm2 (B) when increasing the diameter
from 130 to 180 nm for the same n-segment
growth time of 3 min. To reach the highest Jsc
(sample A), we also shortened the n-segment as
described below. For the 180-nm diameter, the
remaining 7% of the available sunlight (red area
in Fig. 2B) could in principle be captured by in-
creasing the NW length. In this work, we chose
to keep the length as constant as possible in order
to investigate other parameters.

The second key design parameter is the length
of the top n-segment. The 3D simulations indicate
that the strongest optical generation of carriers
occurs near the top of theNWs (Fig. 3A). Because
of the high doping, the recombination losses in
the top n-segment are expected to be high. We
experimentally varied the n-segment growth time
(Fig. 3B) and found that reducing the nominal
n-segment length from 180 (sample B) to 60 (A)
nm increased the average Jsc by 39%. Conversely,
an increase to 360 nm (sample C) reduced the
average Jsc by 34%. These three samples are also
indicated in Fig. 2B, showing that the reduction
in n-segment length actually increased Jsc more

Fig. 1. Characterization of NW-array solar cells: (A) 0° and 30° (inset) tilt scanning electronmicroscopy (SEM)
images of as-grownNWs with a surface coverage of 12%. (B) SEM image of processed NWs. The superimposed
schematics illustrate the silicon oxide (SiOx, blue), TCO (red), and the p-i-n doping layers in the NWs. (C) Optical
microscope image of NW solar cells. The dashed red line highlights the border of a 1-mm-by-1-mm cell. (Inset)
A sample with four-by-seven cells. (D) The 1-sun J-V curve for the highest-efficiency cell (sample A).

Table 1. A comparison of the performance of InP PV architectures, as well as reported efficiencies of selected next-generation PV architectures, under
1-sun illumination. The listed devices show variation in cell area and measurement conditions.

Active area coverage (%) Relative active volume (%) Jsc (mA/cm2) Voc (V) Fill factor (%) Efficiency 1 sun (%)

Axial InP NW - this work, A 12 5 24.6 0.779 72.4 13.8
Sample E 11 5 18.2 0.906 78.6 13.0
Planar InP (15, 16) 100 100 29.5 0.878 85.4 22.1
Core-shell InP NW (9) 27 14 13.7 0.43 57 3.37
Dye-sensitized (27) 100 17.66 0.935 74 12.3
Organic (16) 100 10.08 1.53 68.5 10.6
Colloidal quantum dot (28) 100 20.1 0.605 58 7.0
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(1000 W/m2) illumination, measured in ambient
air at the Fraunhofer ISE CalLab reference setup,
our best cell (from sample A) shows a conversion
efficiency h = 13.8% and a photocurrent density
Jsc = 24.6 mA/cm2. Because our calculation of
Jsc accounts for the full (unmetalized) cell area
rather than the NW surface coverage only, it can
be compared with that of the best reported pla-
nar InP cell [Jsc = 29.5 mA/cm2 (15, 16)] and the
theoretical limit of 34.5 mA/cm2 [assuming that
each incident photon with energy above the InP
band gap generates one electron-hole pair (19)].
Thus, our cell reaches 83% of the best reported
planar Jsc despite covering only 12% of the sur-
face area. Our axially defined NW solar cell out-
performs similar cells based on core-shell NWs

with a surface coverage of 27% (9), as well as sev-
eral other next-generationPVarchitectures (Table 1).

Our results demonstrate that ray optics is not
appropriate for describing the interaction of light
with these subwavelength structures, because the
maximum Jsc in the ray optics picture, 4.2 mA/cm2

(12% of the theoretical limit, 34.5 mA/cm2), is
almost six times lower than the Jsc of our best
cell. Alternatively, a hypothetical calculation on
the single-NW level, using theNWcross-sectional
area, would give a physically impossible efficien-
cy above 100%. Thus, light that would travel be-
tween the NWs in a ray optics description was
absorbed efficiently in the experimental cell.

To more accurately study the absorption of
light in the NW solar cell, we used full 3D electro-

magnetic optical modeling (figs. S1 to S3) (20).
The validity of our approach is confirmed by com-
paring the calculated absorptance spectrum of
the NWs in the record cell and its measured ex-
ternal quantum efficiency (EQE) (Fig. 2A). The
values and general trends of these two spectra
agree well, although the calculated absorptance
is greater than the measured EQE throughout the
spectrum. This discrepancy can be attributed to
the absorption modeling not taking into account
any carrier losses. We also show the measured
EQE of a 130-nm-diameter NW solar cell (sample
D) (blue solid line in Fig. 2A) and note that the
EQE increases slowly above the band gap energy
(925 nm in wavelength). The relatively weak cou-
pling leads toweak absorption of long-wavelength
photons into these small-diameter NWs (21).

We identified two key design parameters that
influence the performance of our solar cells: the
NW diameter and the length of the top n-segment.
We show (Fig. 2B) the calculated absorption ver-
sus NW diameter assuming a constant NW length
(1.4 mm) and array pitch (470 nm). The absorption
increases with increasing diameter until it saturates
around 180 nm, in line with previous modeling
of unprocessed NW arrays (10). Experimental-
ly we also saw improvement in the measured
average Jsc from 14.0 mA/cm2 (sample D) to
17.4 mA/cm2 (B) when increasing the diameter
from 130 to 180 nm for the same n-segment
growth time of 3 min. To reach the highest Jsc
(sample A), we also shortened the n-segment as
described below. For the 180-nm diameter, the
remaining 7% of the available sunlight (red area
in Fig. 2B) could in principle be captured by in-
creasing the NW length. In this work, we chose
to keep the length as constant as possible in order
to investigate other parameters.

The second key design parameter is the length
of the top n-segment. The 3D simulations indicate
that the strongest optical generation of carriers
occurs near the top of theNWs (Fig. 3A). Because
of the high doping, the recombination losses in
the top n-segment are expected to be high. We
experimentally varied the n-segment growth time
(Fig. 3B) and found that reducing the nominal
n-segment length from 180 (sample B) to 60 (A)
nm increased the average Jsc by 39%. Conversely,
an increase to 360 nm (sample C) reduced the
average Jsc by 34%. These three samples are also
indicated in Fig. 2B, showing that the reduction
in n-segment length actually increased Jsc more

Fig. 1. Characterization of NW-array solar cells: (A) 0° and 30° (inset) tilt scanning electronmicroscopy (SEM)
images of as-grownNWs with a surface coverage of 12%. (B) SEM image of processed NWs. The superimposed
schematics illustrate the silicon oxide (SiOx, blue), TCO (red), and the p-i-n doping layers in the NWs. (C) Optical
microscope image of NW solar cells. The dashed red line highlights the border of a 1-mm-by-1-mm cell. (Inset)
A sample with four-by-seven cells. (D) The 1-sun J-V curve for the highest-efficiency cell (sample A).

Table 1. A comparison of the performance of InP PV architectures, as well as reported efficiencies of selected next-generation PV architectures, under
1-sun illumination. The listed devices show variation in cell area and measurement conditions.

Active area coverage (%) Relative active volume (%) Jsc (mA/cm2) Voc (V) Fill factor (%) Efficiency 1 sun (%)

Axial InP NW - this work, A 12 5 24.6 0.779 72.4 13.8
Sample E 11 5 18.2 0.906 78.6 13.0
Planar InP (15, 16) 100 100 29.5 0.878 85.4 22.1
Core-shell InP NW (9) 27 14 13.7 0.43 57 3.37
Dye-sensitized (27) 100 17.66 0.935 74 12.3
Organic (16) 100 10.08 1.53 68.5 10.6
Colloidal quantum dot (28) 100 20.1 0.605 58 7.0
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their bulk counterparts. At room temperature, bulk silicon
is considered to be both a good thermal conductor and
electron conductor, while rough silicon nanowires are es-
sentially thermal insulators and at the same time good
electron conductors, making them good thermoelectric
materials for waste heat recovery and power generation
at a relevant temperature range.

Another emerging area of great interest is the interfac-
ing of semiconductor nanowires with living cells. After
years of nanowire research, we now have a good under-
standing of their electrical and optical functionalities.
They can be used as transistors21 and subwavelength opti-
cal waveguides.22,23 Their cross sections are much smaller
than the typical cell dimensions, which means minimal
invasiveness, while their high surface area ensures proper
cell-nanowire communication (Figure 3). All of these
considerations make the nanowire a powerful platform to
interface with living cells for various purposes.24-26 This
includes interfacing with stem cells for precise delivery of
small molecules, DNA, and proteins, and their potential
use as a universal platform for guided stem cell differen-
tiation. In another tour de force demonstration, the Lieber
group has successfully integrated high density silicon
nanowire transistor arrays for the detection, stimulation,
and inhibition of neuronal signal propagation.27 In addi-
tion, the multiplexed signal recording capability of entire
nanowire transistor arrays has enabled temporal shifts
and signal propagation to be determined with very good
spatial and temporal resolution. This research direction of
interfacing nanowires and living cells is certainly one of
the most exciting topics at the moment and is quickly
unfolding. While it is true that the nanowire in this case is
serving as a versatile technological tool or platform, many
new discoveries are expected when such platforms are
used to tackle real biological problems.

The Issue of Performance Benchmarking. If we dive
into the vast amount of nanowire literature, or even the

more broadly defined nanoscience literature, we find that
many of the papers claim novelty by demonstrating cer-
tain new nanostructure syntheses and/or their applica-
tions. These applications are often related to the struc-
ture’s optical, electrical, and magnetic properties, where
one can find related reports and discussion for their bulk
counterparts in a separate research community. The infre-
quent comparison between nanostructured and bulk ma-
terials partly reflects the undisputed reality that there is
indeed some disconnection between those who are work-
ing on semiconductor nanostructures and those who are
working on more traditional bulk semiconductors. This
also points out the fact that in the nanowire community
we are often addressing the “yes-or-no” question due to
novelty claim and priority issues, and we tend to pay less
attention to the “better-or-worse” question, which is typi-
cally considered as an incremental, less-challenging, engi-
neering optimization issue. In reality, both questions are
equally important if we want to have the biggest impact
from nanowire technology.

The high-efficiency and long-durability of semiconduc-
tor light-emitting diodes (LED) based on thin-film technol-
ogy renders them ideal for displays and solid-state light-
ing.28 However, further miniaturization of electrically
driven multicolor light sources is crucial to a variety of
fields including integrated nanophotonic and optoelec-
tronic systems, high-resolution microdisplays, ultrahigh
density optical information storage, and multiplexed
chemical/biological analysis. This is where nanoscale
LEDs come into play and semiconductor nanowires (III-V
and nitrides) have been widely considered as good candi-
dates for such applications. Since the first demonstration
of a nanowire LED using vertical GaAs pn-junction arrays
by the Hitachi team,4 nanowire-based LEDs have been
successfully realized in a variety of cross-nanowire
junctions,29-31 longitudinal32 and coaxial heterostruc-
tures33 with electroluminescence (EL) emission spanning
the entire visible spectrum, as well as the near-infrared
and ultraviolet. In particular, multicolor LEDs have been
fabricated on a single substrate by contacting different
n-type nanowires, including GaN (UV), CdS (green), and
CdSe (near-infrared) with Si nanowires as a common p-
type material,30 enabling easy interfacing with conven-
tional silicon microelectronics. However, in most of these
demonstrations, quantum efficiency of the light-emitting
devices was not reported, making it difficult to quantita-
tively compare with the existing thin film technologies.
The highest external quantum efficiency (EQE) reported
for nanowire-LEDs is in core/multishell nanowires that
consist of n-GaN core and InxGa1-xN/GaN/p-AlGaN/p-GaN
shells. The estimated EQE for these nanowire LEDs was
5.8% at 440 nm and 3.9% at 540 nm.33 This result is al-
ready comparable to InGaN-based single quantum-well
thin film LEDs in the blue and green wavelength range.34

And obviously there is still plenty of room for improve-

FIGURE 3. SEM image of a mouse embryonic stem (mES) cell
interfaced with silicon nanowires.24

PERSPECTIVE
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Nanowire (NW) heterostructures have enabled researchers to tailor NW properties 
for exploring fundamental phenomena and use in a variety of applications

Ge/Si nanowire heterostructures as high-performance 
field-effect transistors 

J. Xiang et al., Nature (2006)

Light trapping in silicon nanowire solar cells 
E. Garnett & P. Yang, Nano Lett. (2010)

Tucson, AZ). Low-temperature measurements were carried out
by using both the probe station and a He-4 cryostat (Oxford
Instruments, Abingdon, U.K.). The differential conductance G
was measured with a lock-in amplifier (SR 830, Stanford Re-
search Systems, Sunnyvale, CA) by using an 11-Hz ac excitation
of 200 !V superimposed on a dc bias voltage.

Results and Discussion
The Ge!Si core!shell (Fig. 1A) nanowires were grown by using
an approach described in ref. 17, except that both the Ge core
and Si shell were not doped. This difference is critical for our
studies because it eliminates scattering from ionized dopants in
the 2- to 5-nm-thick Si shell adjacent to the Ge channel. A thin
Si shell was used in our studies to facilitate electrical contact to
the Ge channel and to reduce the likelihood of dislocations in the
shell. The valence band offset of !500 meV between Ge and Si
at the heterostructure interface (12, 16) serves as a confinement
potential for the quantum well, and free holes will accumulate
in the Ge channel when the Fermi level lies below the valance
band edge of the Ge core (Fig. 1B). High-resolution transmission
electron microscopy studies of the Ge!Si nanowires (Fig. 1C)
show clearly the core (dark)!shell (light) structure. The lattice
fringes and sharp interface between Ge and Si show that the
core!shell structure is epitaxial and is consistent with cross-
sectional elemental mapping results. Lower-resolution images
also indicate that dislocations are not present in these structures.
The clean, epitaxial interface in these nanowire heterostructures
should produce a smooth confinement potential along the
channel. The pseudomorphic strain in the epitaxial core and
shell materials is relaxed along the radial direction (17), which
will yield a type II staggered band alignment (12). The light hole

and heavy hole bands are expected to split because of the effects
of strain and confinement (12).

Electrical transport measurements were made on Ge!Si
nanowire devices with lithographically patterned Ni source!
drain electrodes and capacitively coupled back-gate electrodes.
A brief annealing process was performed after the source!drain
fabrication to facilitate contact to the inner Ge channel. Room-
temperature current vs. source-drain voltage (I–VSD) data re-
corded on a heterostructure with a 10-nm Ge core diameter (Fig.
2A) exhibit a substantial current at zero gate voltage (Vg " 0) and
a decrease in current as Vg is increased from #10 to 10 V. These
results show that the device behaves as a p-type depletion mode
field-effect transistor and thus confirm the accumulation of hole
charge carriers. Because both the Ge core and the Si shell are
undoped, the existence of a hole gas is a result of the band line-up
as illustrated in Fig. 1B, where the Fermi level is pinned below
the Ge valance band edge, due to the combined effect of work
function, band offset, and interface states (18). To further probe
this phenomenon, we performed control experiments on i-Si and
i-Ge nanowires. Transport measurements (Fig. 2B) show that
both the i-Si and i-Ge nanowires are enhancement mode p-type
field-effect transistors with no carriers at Vg " 0. The i-Ge

Fig. 1. Ge!Si core!shell nanowires. Schematics of a cross-section through the
Ge!Si core!shell structure (A) and the band diagram for a Si!Ge!Si hetero-
structure (B). The dashed line indicates the position of the Fermi level, EF,
which lies inside the Si band gap and below the Ge valance band edge. (C)
High-resolution transmission electron microscopy image of a Ge!Si core!shell
nanowire with 15-nm Ge (dark gray) core diameter and 5-nm Si (light gray)
shell thickness. The contrast between core and shell is due to difference in
atomic weights of Ge and Si. (Scale bar: 5 nm.)

Fig. 2. Room temperature electrical transport in Ge!Si nanowires. (A) I–VSD

characteristics recorded on a 10-nm core diameter Ge!Si nanowire device with
source drain separation L " 1 !m. The different curves correspond to the
back-gate voltage Vg values of $10 V (dashed line), 0 (solid line), and #10 V
(dotted line). (Lower Inset) Schematic of a Ge!Si core!shell nanowire. (Upper
Inset) I–Vg for the same device at VSD " #1 V. (B) I–VSD measurements on i-Si
(blue, 20-nm diameter, 1-!m channel length) and i-Ge (red, 20-nm diameter,
1-!m channel length) nanowires; the data were recorded for Vg " 0 and #10
V, corresponding to off and on states, respectively. (Inset) Schematic of the i-Si
(blue) and i-Ge (red) nanowires.

Lu et al. PNAS " July 19, 2005 " vol. 102 " no. 29 " 10047

PH
YS

IC
S

nanowire data thus contrast those obtained for the Ge!Si
core!shell structure even though the i-Ge nanowires were grown
under identical conditions to the Ge core in the heterostructure.

For the Ge!Si core!shell nanowire devices fabricated without
the annealing process, carriers need to tunnel through the
nonconducting Si layer, resulting in a barrier in transport data
recorded at low temperatures (Fig. 3A Inset). The Ge!Si devices
prepared with Si tunnel barriers at the contacts show periodic
oscillations in I as a function of Vg (Fig. 3A); these are Coulomb
blockade oscillations, and the device behaves as a single-electron
transistor (19). From the period of the current oscillations in Fig.
3A, we estimate the gate capacitance, Cg, to be 3.2 aF for this
112-nm-long device. In Fig. 3B, we plot the differential conduc-
tance G ! dI!dVSD vs. VSD and Vg for the same device. These
data exhibit well-defined Coulomb diamonds as expected for
transport through an individual single-electron transistor (19). In
Fig. 3C, we show G-VSD-Vg for another 385-nm-long device with
Cg ! 15.8 aF, which also shows well-defined Coulomb diamonds
characteristic of transport through an individual single-electron
transistor. To verify that the tunnel barriers defining the single-
electron transistor are not caused by defects inside the nanowire,
which break the nanowire into multiple islands (20) and are
often observed in lithographically defined wires (21), we plot
(Fig. 3D) the measured gate capacitance Cg as a function of the
source–drain separation L (measured from SEM images). No-
tably, the measured Cg agrees well for L " 100 nm with the
capacitance calculated by using a cylinder-on-plane model

Cg !
2"##0L

cosh#1$h!r%
,

where h ! 50 nm is the oxide thickness, r is the radius of the Ge
core, and # is the dielectric constant. For L & 100 nm, the
measured Cg is generally smaller than that predicted by the
simple model and reflects screening by the metal leads when L
is comparable with h. The scaling of Cg with L is a clear
demonstration that the tunnel barriers are formed at the con-
tacts and, importantly, that no significant scattering centers exist
inside the channel up to a channel length of at least 500 nm.

In single-component semiconductor nanowire devices, a
Schottky barrier always forms at the contact because the Fermi
level (EF) lies inside the semiconductor band gap (22). In
contrast, barriers to the hole gas in Ge!Si nanowires are not
intrinsic and can be eliminated, because EF lies outside the Ge
band gap (Fig. 1B). Indeed, annealing the Ge!Si nanowire
devices produces reproducible transparent contacts to the hole
gas even at low temperatures. I–VSD data obtained at 4.7 K on
an annealed device with a 10-nm core (Fig. 4A Inset) close to
depletion (Vg ! 10 V) are linear around VSD ! 0 and thus show
that the contacts are transparent at low temperatures. We
emphasize that the depletion mode p-type field-effect transis-
tor behavior with transparent contacts at both room and low
temperatures is observed for essentially all of the Ge!Si
nanowire heterostructure devices prepared in this way. The
reproducibility of this unique contact behavior clearly dem-
onstrates the impact possible through band structure control.

At small bias the I–VSD curves collapse for Vg & 7 V (Fig.
4A Right Inset). This behavior is highlighted by plotting G vs.
Vg (Fig. 4A), where G first rises sharply and then plateaus for
Vg & 7 V. The plateau conductance, '50 $S, is 0.65 of 2e2!h,
the value expected for a spin-degenerate single-mode ballistic
conductor (13). Variations in the plateau conductance are
suggestive of Fabry–Perot interferences (8) but are not quan-
tified here because of their small amplitude. Studies of addi-
tional devices show very similar results and highlight the
reproducible transport properties of the Ge!Si nanowire sys-
tem. For example, Fig. 4B shows G vs. Vg recorded at different
temperatures for another 10-nm-core-diameter device. At 4.7

K, the device shows a conductance plateau close to 2e2!h,
which is consistent with data in Fig. 4A and the value for a
single-mode ballistic conductor. Notably, increasing temper-
ature up to 300 K yields little change in the value of the
conductance plateau, although the slope becomes somewhat
smeared. This fact implies that even at room temperature only
a single 1D subband participates in transport and that the mean

Fig. 3. Coulomb blockade (CB) in unannealed Ge!Si devices. (A) I–Vg for a
10-nm core diameter Ge!Si nanowire (T ! 1.5 K, VSD ! 0.5 mV, L ! 112 nm).
The gate capacitance is Cg ! e!(VCB ! 3.2 aF, where (VCB is the period of the
CB oscillation. (Inset) I–VSD data taken at Vg ! #9.38 V showing the CB gap. (B)
Coulomb diamonds in G–VSD–Vg plot for the device in A. (C) G–VSD–Vg plot for
another 10-nm core diameter nanowire with L ! 385 nm and Cg ! 15.8 aF for
this device. (D) Scaling of Cg with channel length L. The red line is the
theoretical prediction based on the cylinder-on-plane model discussed in the
text. Black diamonds are experimental data from CB measurements.

10048 " www.pnas.org!cgi!doi!10.1073!pnas.0504581102 Lu et al.

1D hole gas in Ge/Si nanowire heterostructures
W. Lu et al., PNAS (2005)

• Understanding carrier relaxation and 
transport in NW heterostructures is 
critical

Semiconductor nanowire heterostructures



Ultrafast dynamics in NW ensembles

Ge NWs*

!
!

Si NWs**

*R. P. Prasankumar et al, Nano Lett. 8, 1619 (2008)
**A. Kar et al., IEEE Journal of Selected Topics in Quantum Electronics 17, 889 (2011)



Mapping carrier dynamics in nanowire 
heterostructures

• Ideal experiment: Spatiotemporally map electron and hole distribution throughout individual NWs 
and NW heterostructures to understand intrinsic optical and electronic properties

• Other experimental techniques (transport, SPCM, TRPL) cannot do this
• Ultrafast optical microscopy (UOM) is an ideal technique for spatiotemporally resolving carrier 

dynamics in semiconductor NWs
– Non-contact, high temporal (<100 fs) and spatial (<1 µm) resolution
– Tune pump and probe photon energies to track energy relaxation

Au contact

E
Si

Si

Ge



Ultrafast optical microscopy (UOM)
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Carrier diffusion

Measured photoinduced 
change in transmission ΔT/T ~ 
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• 5 μm pump
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Comparing transient carrier dynamics between ensemble and single Si 

NWs and bulk Si

(c)

Faster decay in the single NW as compared to bulk 

Si and NW ensemble

20 μm

50 μm

(a)

(b)

First ultrafast optical measurements on single Si 
NWs

M. A. Seo et al, Appl. Phys. Lett. 100, 071104 (2012)



(c)

(b)

• Time constant τ increases with NW diameter, 

as in Si NW ensembles

• Surface trapping and recombination influence 

dynamics

• First observation of this kind in a single NW

(a)

Position-dependent dynamics in single Si 
NWs

M. A. Seo et al, Appl. Phys. Lett. 100, 071104 (2012)



Ultrafast dynamics in radial Si NW 
heterostructures

• Photoinduced transmission changes in single Si bare and core-shell NWs
• Coherent acoustic phonon oscillations observed in both samples

!

90 ps
121 ps

211 ps

• Propagating sound wave generated through absorption of optical pulse in Si core
• Main oscillation independent of NW diameter->corresponds to well known Brillouin oscillations

• Weaker peak likely due to breathing mode as observed by other groups

M.A. Seo et al., Nano Lett. 12, 6334 (2012)



Probe

Space-and-time-dependent charge transport
• UOM measurements on single Si core and Si/SiO2 core-shell NWs

• Probe beam fixed at one end of the NW, pump beam moved from overlap position to a 

maximum separation of 5 μm along the NW

• Rise time increases with pump-probe separation for both bare Si NW and Si/SiO2 NW

• Direct measurement of charge separation and carrier transport along NWs

(a) (b)

M.A. Seo et al., Nano Lett. 12, 6334 (2012)



• Photoinduced transmission changes as a function of 

pump-probe separation

• Maximum ΔT/T signal rapidly decreases for bare Si NW
• Due to surface trapping and recombination

• Maximum ΔT/T signal persists until 4 μm separation for 

Si/SiO2 core-shell NW
• SiO2 shell passivates surface, minimizing trapping and 

recombination

(a) (b)

Ultrafast charge transport in single Si NWs

M.A. Seo et al., Nano Lett. 12, 6334 (2012)



Carrier diffusion in one dimension

Ultrafast optical microscopy on 
semiconductor nanowires enables us 
to study an actual “textbook” case of 
1D carrier transport!



Outline
We use femtosecond pump-probe spectroscopy to study 
complex materials, revealing new information about their 

properties that can impact future applications

• Background on ultrashort pulse generation and pump-probe spectroscopy

• Examples:
– Ultrafast carrier relaxation across multiple spatial dimensions in a 

semiconductor quantum dots-in-a-well (DWELL) heterostructure
• Can we track carrier relaxation from 3D to 2D to 0D in a novel heterostructure?

– Time-resolved carrier dynamics in ensemble and individual semiconductor 
nanowires

• What pathways do photoexcited carriers take as they lose energy in a quasi-1D 
system?

• Going beyond simple semiconductors: using ultrashort light pulses 
to probe and even control complex quantum materials



Going beyond conventional materials

BASIC RESEARCH NEEDS WORKSHOP ON 

Quantum Materials  
for Energy Relevant Technology

5

Priority Research Directions

Control and exploit electronic interactions and quantum fluctuations for design of bulk  
materials with novel functionality 

One of the effects of quantum mechanics is spontaneous “quantum !uctuations” of physical quantities that  
can break down conventional order in solids and usher in entirely new forms of electronic order. The resulting  
material properties, coupled to an extreme sensitivity to external perturbations, hold promise for novel functionality 
that could impact technologies ranging from power management and transmission, to platforms for quantum  
computation, to novel versatile sensors.

Harness topological states for groundbreaking surface properties 

Topological materials are a newly discovered class of quantum materials with distinct electronic properties in 
a protected surface region. As in graphene, the 2D electronic nature of topological materials offers potentially 
game-changing advances in the energy and electronics industries because they support switchable electrical  
currents on their surfaces with dramatically lower energy loss.

Drive and manipulate quantum effects (coherence, entanglement) in nanostructures  
for transformative technologies

Nano-structured quantum materials can be externally manipulated beyond thermal equilibrium using new  
techniques for ultra-fast, coherent excitation. The formation of quasiparticles with exotic names such as  
skyrmions, magnons, and spinons, and the seemingly magical qualities of quantum effects such as coherence  
and entanglement in these materials offer a pathway to ultra-fast, ultra-energy ef"cient computing with  
seamless linkages to optical communications.

Design revolutionary tools to accelerate discovery and technological deployment of  
quantum materials

The development of new methodologies and tools will accelerate the discovery of new quantum materials and 
advance the ability to probe, predict, and exploit their remarkable properties.

Detailed discussions of the four PRDs along with guidelines and recommendations for achieving their objectives  
are provided in Chapter 2 of this report. Chapter 3 includes the detailed background information on quantum  
materials developed as part of the workshop. The full report can be accessed on-line through the BES website.

Quantum materials are solids with exotic physical properties, 
arising from the quantum mechanical properties of their 
constituent electrons; such materials have great scienti!c 
and/or technological potential. 

DOE-BES Basic Research Needs report (2017)



Different types of quantum materials
Strongly correlated electron 

materials (superconductors, magnets, 
multiferroics, quantum spin liquids)

9

WHAT IS A QUANTUM MATERIAL?

All materials require quantum mechanics, but not all materials are quantum materials

Any successful theory of a solid, capable of accurately describing its thermodynamic and electronic properties, is necessarily 
based upon a quantum mechanical treatment of electrons, and excitations of the atomic lattice (phonons). Furthermore, there 
are many situations where quantum mechanics enters at the nanometer scale and affects even large-scale properties of 
materials that are otherwise described very satisfactorily using classical models. For example, the ionic motion that is crucial 
for battery performance is classical on large scales even though quantum effects are essential to understand ionic motion. 
Even the large-scale mechanical properties of structural steels, including their ductility and crack resistance, are determined 
by single defects with quantum-mechanical properties. The materials described in this report, however, are de!ned by more 
esoteric, but manifestly real, quantum effects, such as quantum "uctuations, quantum entanglement, quantum coherence, and 
the topology of the quantum mechanical wave functions. Signi!cantly, such “quantum materials” harbor exotic physical effects 
with great technological potential.

Quantum effects in solids

In general, a sure sign of quantum mechanics is that some properties become quantized to a discrete set of values when a 
continuous range exists in classical physics. A dramatic example of this is that electrons carry an intrinsic magnetic moment 
or “spin.” Aside from moving through space, an electron’s magnetic moment along any axis takes exactly two possible values 
in a measurement. Another property of quantum mechanics, the superposition principle, says that if the electron is not mea-
sured then a combination of these two spin states is allowed. Both the discreteness of spin and the superposition principle 
are essential for explaining why some solids are magnetic. Quantum mechanics also imbues a wavelike nature to particles, 
including electrons. Electrons "ow through an ordinary metal when an electric !eld is applied. Viewing electrons as forming 
a “classical” (non-quantum mechanical) "uid is not a bad starting point but is not strictly correct and leads to grossly wrong 
numerical values for some quantities. When one or two dimensions of the metal are shrunk, however, electronic motion 
becomes strongly modi!ed by the wavelike nature of the electron, producing a quantum well or quantum wire. This can lead to 
dramatic properties, such as quantized conductance, that have no classical analogue.

The zoo of quantum materials

The number of combinations of elements that can be imagined in solid materials is enormous, and the resulting zoo of  
materials can seem daunting. Scientists, however, simplify this by classifying materials according to broad categories that 
de!ne or describe the general types of electronic behavior in these materials. Three examples of the types of electronic 
behavior, and the impact that such materials might have on the energy landscape, are outlined below. Others are described 
throughout the report. 

In topological materials the quantum 
mechanical wave functions of electrons 
have non-trivial geometry that “protects” 
coherent wavelike electronic transport 
at all surfaces and could form the basis 
for a new generation of energy-ef!cient 
electronics. 

In superconductors electrons form a collec-
tive wave that permeates the material. The 
underlying electronic wave coherence in  
these materials leads to the complete  
loss of electrical resistance and expulsion  
of magnetic !elds so that a ferromagnetic  
material (cube in the !gure) levitates above 
superconductors. A practical high-tem-
perature superconducting material could 
transform energy production, storage, trans-
mission, and utilization.

In quantum spin liquids the spins of the 
constituent electrons become entangled 
and fail to form a static ordered state 
as in a conventional magnet. Energetic 
defects in this quantum "uctuating state, 
called “quasi-particles,” supplant the 
individual electrons as the “moving parts” 
of the solid and could become the basis 
for revolutionary information storage  
and processing.

Dirac materials (graphene, topological 
insulators, Weyl/Dirac semimetals)
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WHAT IS A QUANTUM MATERIAL?

All materials require quantum mechanics, but not all materials are quantum materials
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the topology of the quantum mechanical wave functions. Signi!cantly, such “quantum materials” harbor exotic physical effects 
with great technological potential.

Quantum effects in solids

In general, a sure sign of quantum mechanics is that some properties become quantized to a discrete set of values when a 
continuous range exists in classical physics. A dramatic example of this is that electrons carry an intrinsic magnetic moment 
or “spin.” Aside from moving through space, an electron’s magnetic moment along any axis takes exactly two possible values 
in a measurement. Another property of quantum mechanics, the superposition principle, says that if the electron is not mea-
sured then a combination of these two spin states is allowed. Both the discreteness of spin and the superposition principle 
are essential for explaining why some solids are magnetic. Quantum mechanics also imbues a wavelike nature to particles, 
including electrons. Electrons "ow through an ordinary metal when an electric !eld is applied. Viewing electrons as forming 
a “classical” (non-quantum mechanical) "uid is not a bad starting point but is not strictly correct and leads to grossly wrong 
numerical values for some quantities. When one or two dimensions of the metal are shrunk, however, electronic motion 
becomes strongly modi!ed by the wavelike nature of the electron, producing a quantum well or quantum wire. This can lead to 
dramatic properties, such as quantized conductance, that have no classical analogue.

The zoo of quantum materials

The number of combinations of elements that can be imagined in solid materials is enormous, and the resulting zoo of  
materials can seem daunting. Scientists, however, simplify this by classifying materials according to broad categories that 
de!ne or describe the general types of electronic behavior in these materials. Three examples of the types of electronic 
behavior, and the impact that such materials might have on the energy landscape, are outlined below. Others are described 
throughout the report. 

In topological materials the quantum 
mechanical wave functions of electrons 
have non-trivial geometry that “protects” 
coherent wavelike electronic transport 
at all surfaces and could form the basis 
for a new generation of energy-ef!cient 
electronics. 

In superconductors electrons form a collec-
tive wave that permeates the material. The 
underlying electronic wave coherence in  
these materials leads to the complete  
loss of electrical resistance and expulsion  
of magnetic !elds so that a ferromagnetic  
material (cube in the !gure) levitates above 
superconductors. A practical high-tem-
perature superconducting material could 
transform energy production, storage, trans-
mission, and utilization.

In quantum spin liquids the spins of the 
constituent electrons become entangled 
and fail to form a static ordered state 
as in a conventional magnet. Energetic 
defects in this quantum "uctuating state, 
called “quasi-particles,” supplant the 
individual electrons as the “moving parts” 
of the solid and could become the basis 
for revolutionary information storage  
and processing.

Heterostructures (transition metal 
oxides or dichalcogenides)

NATUREMATERIALS DOI: 10.1038/NMAT2803 ARTICLES
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SrTiO3

LaAlO3

La0.67Ca0.33MnO3

(Y,Ca)Ba2Cu3O7
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Figure 1 | The interplay between heterointerfacial degrees of freedom. a, A schematic showing the interplay between the different degrees of freedom at
play (charge, orbital, spin and lattice) at heteroepitaxially grown interfaces between different oxide materials. b, Some canonical examples of interfacial
reconstruction and the new emergent interfacial phenomenon that occur in these systems.

Electric control of magnetism has been attempted by using
a field-effect device with the magnetoelectric material Cr2O3 as
an AFM dielectric and an FM Co/Pt multilayer channel22. It was
shown that through cooling with both electric and magnetic fields
it was possible to affect the polarity of the exchange bias with
respect to the direction of the magnetic cooling field. Later, it was
demonstrated with multiferroic thin-film YMnO3 and permalloy
bilayers23 that it was possible to set an exchange bias with field
cooling and remove it with ferroelectric switching. After removal it
was not possible to return to the field-cooled state. Using a different
approach we have built a multiferroic field-effect device with a
heteroepitaxially grown, ferromagneticmanganite (LSMO) channel
layer. In our systemwe have been able to electrically switch between
two exchange-bias states reversibly, withoutmagnetic-field cooling.

To build our electric-field-effect device, a thin-film heterostruc-
ture of LSMO and BFO was heteroepitaxially grown by pulsed
laser deposition on a SrTiO3 (STO) (100) substrate. The LSMO
was chosen to be 3–5 nm thick so that exchange-bias effects at
the interface will dominate when probed with electrical-transport
measurements. In addition, because of the FM-layer-thickness
dependence in exchange-bias systems, minimizing the thickness of
the LSMO layer also maximizes the magnitude of the exchange
bias15. As a precautionary measure, the BFO layer was chosen
to be 600 nm thick to prevent pinhole shorts in the dielectric,
which can cause gate leakage24. Structural characterization using
X-ray diffraction revealed single-phase BFO and LSMO layers,
and high-resolution transmission electronmicroscopy experiments
confirmed a high-quality interface, as illustrated in Supplementary
Fig. S1. Detailed electron energy-loss spectroscopy scans (Supple-
mentary Fig. S1) revealed very little interdiffusion at the inter-
face and hence the transition-metal site. The ferroelectric domain
structure of the BFO layer exhibited a typical stripe-like structure
consisting of a predominantly 71⇥ domain-wall pattern, shown in
Supplementary Fig. S2. After switching the FE polarization with
an electric field, this domain pattern primarily switches by 180⇥

from the original polarization state, retaining the stripe-like pattern
(Supplementary Fig. S2).

Magnetization hysteresis curves for the as-grown films were
measured with superconducting quantum interference device

(SQUID) magnetometry and exhibit exchange bias (Fig. 2b). After
being cooled in a magnetic field of ±1 T, applied parallel to the
interface, there is a corresponding shift in the hysteresis loop.
Cooling the sample in positive magnetic field results in a negative
shift of the hysteresis loop and vice versa. These results were
very reproducible; over 100 heterostructure samples with LSMO
thicknesses in the range of 2–10 nm were grown and exhibited
exchange bias like the data presented in Fig. 2b. The magnitude of
the exchange coupling systematically decreased with LSMO layer
thickness, consistent with the conventional picture of exchange
bias as originating from the interface15,16. To test that this shift
is AFM–FM exchange bias, we measured a sample with a thin
2 nm layer of STO inserted between the AFM and the FM. The
magnetic hysteresis curve of this sample (Fig. 2b (inset)) shows
no observable shift of the loop when field cooled. Furthermore,
from these experiments the blocking temperature of this systemwas
determined to be ⇤100–120K. This is important because it sets an
upper temperature limit for where exchange bias can be observed,
and thus where devices can be operated.

To investigate electrical transport in these heterostructures
three samples with 3-nm-thick LSMO and 600-nm-thick BFO
were patterned with 45 gated Hall-bar structures schematically
shown in Fig. 3. This LSMO thickness was chosen because it
exhibited the largest exchange bias while still remaining conducting.
The details of the device-fabrication process are described in the
Methods section. After fabrication, sheet resistance as a function
of temperature (RS–T ) was measured to ensure that the material
was not damaged during device processing and to verify that ohmic
contacts were made to the buried LSMO layer. Figure 4a illustrates
two typical RS–T plots for the LSMO layer, one for each FE
polarization of the BFO. The inset shows a larger temperature range
for data taken for the as-grownBFOFEpolarization state. The result
is consistent with measurements for similarly prepared bare 3 nm
LSMO films. It is interesting to note the similarity of the shape of
the RS–T plots for the two gate polarities. These data show both
a large vertical translation of resistance and a small multiplicative
change in RS(T ) between the two FE polarization states. We
interpret the vertical translation as a change in residual resistivity
Rs0. From Matthiessen’s rule, this suggests a change in the density
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REVIEW SUMMARY
◥

APPLIED PHYSICS

2D materials and
van der Waals heterostructures
K. S. Novoselov,* A. Mishchenko, A. Carvalho, A. H. Castro Neto*

BACKGROUND:Materials by design is an ap-
pealing idea that is very hard to realize in
practice. Combining the best of different in-
gredients in one ultimate material is a task
for which we currently have no general solu-
tion. However, we do have some successful
examples to draw upon: Composite materials
and III-V heterostructures have revolution-
ized many aspects of our lives. Still, we need
a general strategy to solve the problem of mix-
ing and matching crystals with different prop-
erties, creating combinations with predetermined
attributes and functionalities.

ADVANCES: Two-dimensional (2D) materials
offer a platform that allows creation of hetero-
structures with a variety of properties. One-
atom-thick crystals now comprise a large family
of these materials, collectively covering a very

broad range of properties. The first material
to be included was graphene, a zero-overlap
semimetal. The family of 2D crystals has grown
to includes metals (e.g., NbSe2), semiconduc-
tors (e.g., MoS2), and insulators [e.g., hexagonal
boron nitride (hBN)]. Many of these materials
are stable at ambient conditions, and we have
come up with strategies for handling those that
are not. Surprisingly, the properties of such 2D
materials are often very different from those
of their 3D counterparts. Furthermore, even
the study of familiar phenomena (like super-
conductivity or ferromagnetism) in the 2D case,
where there is no long-range order, raises many
thought-provoking questions.
A plethora of opportunities appear whenwe

start to combine several 2D crystals in one
vertical stack. Held together by van der Waals
forces (the same forces that hold layered ma-

terials together), such heterostructures allow a
far greater number of combinations than any
traditional growth method. As the family of
2D crystals is expanding day by day, so too is
the complexity of the heterostructures that
could be created with atomic precision.
When stacking different crystals together,

the synergetic effects become very impor-
tant. In the first-order approximation, charge

redistribution might oc-
cur between the neigh-
boring (and even more
distant) crystals in the
stack. Neighboring crys-
tals can also induce struc-
tural changes in each other.

Furthermore, such changes can be controlled
by adjusting the relative orientation between
the individual elements.
Such heterostructures have already led to

the observation of numerous exciting physical
phenomena. Thus, spectrum reconstruction in
graphene interacting with hBN allowed sev-
eral groups to study the Hofstadter butterfly
effect and topological currents in such a sys-
tem. The possibility of positioning crystals in
very close (but controlled) proximity to one
another allows for the study of tunneling and
drag effects. The use of semiconductingmono-
layers leads to the creation of optically active
heterostructures.
The extended range of functionalities of such

heterostructures yields a range of possible
applications. Now the highest-mobility gra-
phene transistors are achieved by encapsulating
graphene with hBN. Photovoltaic and light-
emitting devices have been demonstrated by
combining optically active semiconducting
layers and graphene as transparent electrodes.

OUTLOOK: Currently, most 2D heterostruc-
tures are composed by direct stacking of in-
dividual monolayer flakes of different materials.
Although this method allows ultimate flexibil-
ity, it is slow and cumbersome. Thus, techni-
ques involving transfer of large-area crystals
grown by chemical vapor deposition (CVD),
direct growth of heterostructures by CVD or
physical epitaxy, or one-step growth in solution
are being developed. Currently, we are at the
same level as we were with graphene 10 years
ago: plenty of interesting science and un-
clear prospects for mass production. Given the
fast progress of graphene technology over
the past few years, we can expect similar ad-
vances in the production of the heterostruc-
tures, making the science and applications
more achievable.▪

RESEARCH
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Production of van der Waals heterostructures.Owing to a large number of 2D crystals available
today, many functional van der Waals heterostructures can be created. What started with
mechanically assembled stacks (top) has now evolved to large-scale growth by CVD or physical
epitaxy (bottom).
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Novel properties of quantum materials

Integer quantum Hall 
effect in a two-

dimensional electron gas 
(2DEG)

Large magnetoelectric
coupling in TbMnO3

improper ferroelectrics, which was specified by the term ferrielec-
tricity26 because of its analogy with ferrimagnetism. Indeed, the
intensity comparison of the superlattice reflections at (0,k l,0) and
(0,k l,2) measured by the X-ray diffraction suggests that the atomic
displacement in the ferroelectric phase has a component along the c
axis, that is, the direction of the spontaneous polarization (Fig. 1a).
In addition, weak intensities of the superlattice reflections (five
orders of magnitude smaller than the Bragg peak) and the lack of
their enhancement on tuning the X-ray photon energy atMnK- and
Tb L-absorption edges suggest the lattice distortion is due to the
displacement of O ions.

As the lattice modulation in TbMnO3 is accompanied by mag-
netic order, we may expect coupling between magnetization and
polarization. We have investigated the effect of magnetic field on e
and P. In the experiments, magnetic fields (B) were applied along the
b axis, that is, the direction of the modulation wave vector and the
Mn3þ magnetic moments. Figure 2a and b shows the T profiles of e
along the c and a axes, respectively, at various magnetic fields. No
distinct change of e for either direction was observed at tempera-
tures above T lock. Although the sharp peak at T lock in e c is not
sensitive to the application of magnetic fields, another peak feature
at Tflop(B) shows up in ec below T lock above 5 T. The magnetic-
field-induced sharp maximum is shifted towards higher T with

increasing magnetic field from Tflop(5 T) < 8K to Tflop(9 T) < 20
K. The component ea also shows a remarkable magnetic field effect.
By applying magnetic fields above 5 T, ea exhibits a peak structure at
Tflop, and shows a thermal hysteresis at a temperature between Tflop

and Tlock. We also measured the eb in magnetic fields, but no
substantial magnetic field effect was observed up to 9 T.
Measurements of P in magnetic fields have revealed the origin of

the magnetic-field-induced anomaly in e. We show in Fig. 2c and d
the T variation of Pc and Pa, respectively, at various magnetic fields.
By applying a magnetic field above ,5 T, the spontaneous polariz-
ation in Pc is considerably suppressed below Tflop. With increasing
magnetic field, the temperature region with finite Pc shrinks,
corresponding to the shift of Tflop. By contrast, the application of
a magnetic field induces a finite Pa (Fig. 2d). The onset temperature
of a finite Pa coincides well with Tflop, and increases in accord with
the increase of Tflop by applying a magnetic field. These results show
that the spontaneous polarization is switched (‘flopped’) from the
direction along the c axis to the direction along the a axis at Tflop,
and the strongmagnetic field dependence of Tflop causes the notable
magnetic field effect on e and P.
We display in Fig. 3 the magnetic field dependence of the change

in e (DeðBÞ=eð0Þ ¼ ½eðBÞ2 eð0Þ&=eð0ÞÞ; P and magnetization at
selected temperatures. As shown in Fig. 3a and b, a remarkable

Figure 3 Magnetocapacitance and magnetoelectric effects in TbMnO3. a–e, Magnetic-
field-induced change in dielectric constant (a and b), electric polarization along the c
and a axes, respectively (c and d), and magnetization at selected temperatures (e).
Magnetic fields are applied along the b axis. The magnetic field dependence of electric

polarization was obtained by the measurements of magnetoelectric current, which were

performed after poling crystals. The data of d were collected after the magnetic field

cooling. The numbers in d denote the order of measurements at 9 K.

letters to nature

NATURE |VOL 426 | 6 NOVEMBER 2003 | www.nature.com/nature 57© 2003        Nature  Publishing Group

T. Kimura et al, Nature (2003)

Topological 
surface 
state in 
Bi2Se3

J. Moore, Nature (2010)

“The rise of quantum materials,” Nature Physics (2016); DOE-BES Basic Research Needs report (2017)

The allure of quantum materials lies in their potential to provide new 
functionalities that go beyond those provided by conventional solids



Studying quantum materials with light

D. Basov, R. D. Averitt, and D. Hsieh, Nat. Mater. (2017)



Using Ultrashort Optical Pulses to Couple Ferroelectric 
and Ferromagnetic Order in an Oxide Heterostructure

Y. M. Sheu, et al, Nat. Comm. 5, 5832 (2014)
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Multiferroic materials, in which ferroelectric (FE) polarization and magnetic order can be 
coupled, have great potential for applications in data storage and magnetic switching 
via their intrinsic magnetoelectric (ME) coupling.

– We used femtosecond optical pulses to modify FM order in a Ba0.1Sr0.9TiO3(BSTO) 
/La0.7Ca0.3MnO3 (LCMO) heterostructure, after which time-resolved second harmonic 
generation (TR-SHG) was used to study changes in FE polarization

Our experiments revealed that spin-lattice relaxation governs the timescale for ME 
coupling, which will impact device applications of these oxide heterostructures



Topological materials have attracted a lot of attention 
due to the new phenomena they exhibit, with potential 
applications in quantum information science.
We used intense THz pulses to excite a phonon mode 
in the topological insulator Bi2Se3 and second harmonic 
generation (SHG) to track the ensuing structural 
dynamics.

– Intense THz pulses resonantly excited the infrared-active 
E1u phonon mode in Bi2Se3

– The resulting dynamic structural changes led to a large 
modulation of the SHG signal with two oscillatory 
components: one from the surface, at 1.95 THz, and 
another from the bulk, at 3.9 THz

– Tuning the time delay between a pair of driving THz 
pulses enabled us to coherently control the phonon 
oscillations

This demonstrates a versatile, tabletop tool to probe 
and control phonon dynamics in nanoscale systems, 
particularly at surfaces and interfaces.

Probing and Controlling Terahertz-Driven Structural 
Dynamics with Surface Sensitivity

P. Bowlan, et al, Optica 4, 2334 (2017)
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Tracking Ultrafast Photocurrents in the Weyl Semimetal 
TaAs Using THz Emission Spectroscopy

N. Sirica,et al, Phys. Rev. Lett. 122, 197401 (2019)

Weyl semimetals extend topological phenomena to 3D, resulting in new phenomena 
that cannot be observed in topological insulators.
We used THz emission spectroscopy to track polarization-dependent ultrafast 
photocurrents in the Weyl semimetal TaAs, shedding new light on their origin.

– Femtosecond optical pulses with controlled circular polarization were used to drive ultrafast in-
plane injection currents and out-of-plane shift currents in TaAs

– By controlling the polarization, we could control the direction of the currents

This demonstrates that transient photocurrents in TaAs are inherent to the underlying 
crystal symmetry of these materials.



Photocurrent-Driven Transient Symmetry Breaking in the 
Weyl Semimetal TaAs
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Using time-resolved SHG, we demonstrated that optically driven photocurrents can 
break electronic symmetry in TaAs, opening up a new way to control topology.

– We used TR-SHG to optically drive photocurrents and detect the ensuing symmetry changes
– Additional features appear in the SHG pattern due to photocurrent-driven symmetry breaking
– Varying the polarization of the driving pulse enables us to control the degree of symmetry breaking

Our results demonstrate a new way to control the properties of quantum materials by 
using ultrafast photocurrents to break electronic symmetries, which will be particularly 
significant for applications of topological materials.



Conclusion
• Ultrafast processes are occurring all around us, all the time, that are 

completely beyond what we can perceive

• Short (femtosecond) pulses of light are the only way to measure 
most of these phenomena

• Using femtosecond pulses, we can measure dynamic processes as 
well as fundamental material properties

– Ultrafast carrier relaxation from 3D to 2D to 0D in a DWELL 
heterostructure

– Tracking carrier relaxation and diffusion in quasi-1D semiconductor 
nanowires

• Future directions:
– Driving quantum materials into new states with ultrashort light pulses
– Enhancing material functionality with metamaterial structures

This is only the tip of the iceberg: new techniques in ultrafast spectroscopy are 
continually enabling us to look at faster timescales, smaller length scales, and 
broader ranges of the spectrum, making it possible to “see” more and more 
phenomena occurring faster than the blink of an eye!


